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ABSTRACT

Wikipedia, the online encyclopedia, is a trusted source of knowledge for millions of individuals worldwide. As everyone can start a new article, it is often necessary to decide whether certain entries meet the standards for inclusion set forth by the community. These decisions (which are known as “Article for Deletion”, or AfD) are taken by groups of editors in a deliberative fashion, and are known for displaying a number of common biases associated to group decision making. Here, we present an analysis of 1,967,768 AfD discussions between 2005 and 2018. We perform a signed network analysis to capture the dynamics of agreement and disagreement among editors. We measure the preference of each editor for voting toward either inclusion or deletion. We further describe the evolution of individual editors and their voting preferences over time, finding four major opinion groups. Finally, we develop a predictive model of discussion outcomes based on latent factors. Our results shed light on an important, yet overlooked, aspect of curation dynamics in peer production communities, and could inform the design of improved processes of collective deliberation on the web.
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1 INTRODUCTION

In the English Wikipedia, the Article For Deletion (AfD) process refers to the set of collective deliberations that wikipedians engage in when trying to decide whether problematic entries should be deleted from the encyclopedia. In particular, AfDs are one of multiple processes in place for deleting content from the English Wikipedia, happening only when the decision to delete some content will likely lead to some discussion. Other parts of the broader deletion process handle instead the more obvious cases, and simply require the posting of a template notice (like speedy deletion, or CSD, or proposed for deletion, or PROD). AfD deliberations, in contrast, take the form of semi-structured threaded discussions, in which the nominated entry is judged on whether it meets the standards for inclusion set forth by the community, as well as any relevant editorial guidelines and policies. AfDs are therefore an instance of group decision-making, and as such have been the subject of much interest from the literature about peer production, like much of Wikipedia itself [19].

A typical AfD discussion involves a variable-size group of volunteer reviewers (typically registered Wikipedia editors with a minimum number of contributions), who are called to respond to an initial deletion proposal about a given entry. The nomination consists of a rationale for the proposed deletion — typically an explanation of why the entry violates or fails to meet some community standards. Users respond to the nomination by providing their own recommendation, along with a justification. Typical recommendations include deleting the entry (i.e., a ‘Delete’ decision), integrating its contents into another entry (‘Merge’), deleting its contents but keeping a pointer that redirects readers to another entry (‘Redirect’), or simply keeping the page as it is (‘Keep’). Decisions are based on group consensus. If the reviewers fail to reach a consensus, no action is taken (i.e., the entry is kept). A page can be nominated multiple times, provided that the rationale of each nomination is different from the previous.

The AfD process has received some attention in the literature on online collaboration communities, in some instances to point out to its complexities [6, 7, 20]. The first detailed work on collective deliberation processes in AfD was presented by Taraborelli and Ciampaglia [24], who found evidence of herding among the participants, i.e. the phenomenon by which latecomers are influenced by the votes cast early on in the discussion. They also presented evidence that AfD participants cluster in two major groups, colloquially referred to as the ‘inclusionists’ (i.e., those with a strong preference for nominated entries to be kept, and more generally that Wikipedia, by virtue of being a digital encyclopedia, should include as much content as possible) and the ‘deletionsists’ (i.e., those with a strong preference for nominated pages to be deleted, and who more generally advocate that, despite being a digital encyclopedia, Wikipedia should enforce clear content standards), which suggest the presence of substantial social bias in the AfD process overall.

Shortly after, Lam et al. observed that AfD decisions are sometimes overturned at a later stage, and used this observation to establish a connection between the composition of the deliberating group and decision quality [11]. They also observed that the...
administrators who close the discussions do have an effect on the final outcome.

More recently, Mayfield and Black have proposed a number of predictive models, based on natural language processing, for detecting the stance of a user in an AfD, as well as the overall outcome of an AfD discussion [15, 16]. Maniu et al. [14] proposed a method to infer a signed network (or “web of trust”) directly from user interactions in Wikipedia, which connects to sociological theories such as the theory of status and structural balance [13]. Sepehri Rad et al. [21] also used signed networks to infer the attitude of editors towards each other in the context of edit history and admin election. Finally, recently Lerner and Lomi [12] have shown that the structure of collaboration networks might have a significant impact on the quality of articles in Wikipedia.

A common theme to all prior work on AfDs is that the outcomes of AfD deliberations are affected by situational factors, like herding [24], or social status [13]. However, there could be also more long-term processes at play, such as adaptation and social learning. These factors could influence deliberations that take place over multiple discussions and the tenure of multiple individual contributors, and could have strong implication on the overall quality of the decisions taken. We are inspired in particular by recent work on Wikipedia editors [22] showing that diversity of opinion is associated with increased content quality in the dynamic of content production. Therefore, in this research we aim to answer the following questions:

Q1. Are there any biasing factors that can explain the voting patterns of editors in a given discussion (i.e., including the degree of agreement / disagreement with her peers)?
Q2. How do preferences on content inclusion / deletion form among AfD reviewers, and what is their evolution over the tenure of an AfD reviewer?
Q3. Can the estimation of the votes of the editors be regarded as a predictive factor of AfD final decision outcomes?

To address these questions, we perform a signed network analysis to capture the dynamics of the discussions in the group decision-making process over time, in a manner reminiscent of prior work [10, 23]. In our case, we quantify the preference of each reviewer toward any particular decision, by measuring their votes toward inclusion or deletion — the two most frequent recommendations. We analyze the structure of this network, discovering a strong core-periphery structure corresponding to different cohorts of reviewers, and quantify the level of agreement and disagreement across the structure of the network.

Our analysis reveals that there are strongly polarized groups in the AfD community, and that the evolution of group structure in different cohorts of editors reflects different historical periods of the broader Wikipedia project.

We then study the evolution of individual reviewers and of their voting preferences, discovering, despite the relative stability, substantial longitudinal variation across groups especially in early periods, which could suggest the presence of social learning phenomena among reviewers. In particular, we find that one group (strong deletionists) is much less susceptible to change than others. This is reminiscent of the phenomenon of the ‘committed minority’ from the study of opinion dynamics [4].

Based on this observation, we apply a latent factor model to characterize the evolution of individual-level preferences in the AfD community. We compare this model in two tasks: stance detection (i.e. given a discussion, predict the vote of an individual editor) and outcome prediction (i.e. given a discussion, predict its final outcome). We evaluate our approach on a recent dataset spanning 10+ years worth of AfD discussions. To preview our findings, we compare our model predictions against the state of the art, which was obtained by Mayfield and Black using language models such as Bert to learn distributed representations of the textual recommendations written by editors during the conversation [15]. Our model, which makes use of only the information about who votes on which conversation, obtains an AUC of 82%, which is comparable to the state of the art based on NLP.

To facilitate replication of our finding, all our data and code are available on Github at the following address: https://github.com/CSDL-USF/wiki-workshop-2021-huq-ciampaglia.

The rest of the paper is organized as follows. Section 2 describes the main methods of the paper, including the data collection, the measurements of preference or bias of reviewers, the procedure for building the signed network to analyze the structure in AfD decisions, the clustering technique used to mine the patterns of evolution of reviewer preference over time, the prediction model, and the performance of the predictive model. Section 3 discusses the results. Section 4 presents discussions and future work.

2 DATA AND METHODS

In this section we describe the main sources of our data and the methods used to analyze it. In describing the data, we provide some exploratory results, like the cluster analysis of voting preferences, that motivate other parts of our methodology, like the signed network analysis. Therefore, for ease of exposition, we include them here. Later, in Section 3, we build upon these exploratory findings to report the main results of the paper.

2.1 Data Collection

For our empirical analysis we leverage the corpus and metadata recently published by Mayfield and Black [16]. This data set contains records for all the AfD discussions in the English Wikipedia that took place between January 2005 and December 2018. From this data set, we select the information on timestamps, outcomes, nominations, votes (i.e., the recommendations), users, and policy citations. After parsing the data, we obtain a total of 1,967,768 recommendations. To reduce noise in our estimates, we remove from the dataset all editors with occasional contributions. In prior work, Taraborelli and Ciampaglia recommended, for statistical reasons, to retain editors using a minimum threshold of the 5 AfD recommendations [24]. After filtering out the users who cast less than 5 recommendations, we end up with 1,495,963 recommendations made by 20,153 reviewers over 355,505 discussions. In the left panel of Figure 1 we plot the frequency of the four main vote options: Delete, Keep, Merge, and Redirect. We see that the vast majority of recommendations are cast for keeping or deleting the nominated entry. In the right panel of Figure 1 we show instead the frequency distribution of the 5 most typical AfD outcomes. Here, a major portion of discussion outcomes are ‘Delete’ and ‘Keep’ and
2.2 Measurement of Preference

We quantify the preference of each reviewer for recommending either 'Keep' or 'Delete' as the proportion of times she recommended 'Keep' out of the total number of discussions she took place in. This score is a number between 0 (full deletionist) and 1 (full inclusionist). We fit a Gaussian mixture model (GMM) to identify groups of users with similar preferences based on their score. We use the implementation provided by Scikit-learn [3], which uses the Expectation-Maximization algorithm (EM). However, we found that EM was prone to instabilities due singularity, so used an alternative implementation, also from Scikit-learn, which uses the Variational Bayes algorithm, which did not suffer from singularity issues. To choose the number of components, we perform model selection. In the right panel of Figure 3 we plot the Bayesian Information Criterion (BIC) of each model as a function of the number of components \( k \), and observe a minimum at \( k = 6 \). We compared this fitted model with the one obtained using \( k = 4 \) components, and even though the clusters are quantitatively different, for ease of exposition, in the following we choose to use this more parsimonious model instead of the one with \( k = 6 \) components.

Figure 3: Right: The Bayesian Information Criterion for models of different complexity. Left: The Gaussian mixture model with \( k = 4 \) components. For ease of exposition we use this more parsimonious model instead of the one with \( k = 6 \) components.

2.3 Signed Network Analysis

Figure 4 gives a schematic description of our network analysis methodology. We defined a signed network as follows: if two users \( u, v \) make the same recommendation in the same discussion \( p \) then there is a positive edge (with weight \( \omega(u,v,p) = +1 \)) between them, otherwise a negative one (\( \omega(u,v,p) = -1 \)). Note that this definition yields a graph with parallel edges. We obtain a signed network \( G = (V,E) \) by collapsing all parallel edges and computing the sign of the total weight between two users:

\[
w(u,v) = \text{sign} \left( \sum_p \omega(u,v,p) \right) \quad u,v \in V
\]

(1)

Where \( \text{sign}(x) = 1 \) if \( x \geq 0 \), else 0.

Figure 4: A schematic description of our network analysis methodology.
We apply the latent factor model \[1\] that can measure the preference which can be arranged in a matrix. In practice, we split the ratings we consider how the likelihood of recommending 'Keep' changes to characterize how individual preferences evolves over time (Q2), in training and testing. The right-hand side of Eq. 2 is computed in a given AfD. This model can identify the hidden factors of both editors and can 'recommend' the more likely vote to take given by the sequence of all the discussions they took part in, in chronological order. However, since some users participate more often to AfDs than others, and over different periods of time, we split each sequence into 10 equally-sized groups, and compute a score for each group, obtaining a voting score trajectory as a function of tenure deciles, instead of as a function of time. We then cluster these 10-dimensional points with a Gaussian Mixture Model.

### 2.4 Preference Evolution

To characterize how individual preferences evolves over time (Q2), we consider how the likelihood of recommending 'Keep' changes over the tenure of an AfD reviewer. Here the tenure of a user is given by the sequence of all the discussions they took part in, in chronological order. However, since some users participate more often to AfDs than others, and over different periods of time, we split each sequence into 10 equally-sized groups, and compute a score for each group, obtaining a voting score trajectory as a function of tenure deciles, instead of as a function of time. We then cluster these 10-dimensional points with a Gaussian Mixture Model.

### 2.5 Outcome Prediction Task

We apply the latent factor model \[1\] that can measure the preference of the editors and can 'recommend' the more likely vote to take in a given AfD. This model can identify the hidden factors of both users and items that can impact on the user preferences. A positive rating (+1) can be interpreted as a vote to 'Keep' and a negative rating (−1) as a 'Delete'. Given the past recommendations cast by editors, we estimate the rating of each article and the associated latent factors. This latent factor model predicts the rating \( \hat{r}_{ui} \) that the \( u \)-th editor would give to the \( i \)-th article using the following formula:

\[
\hat{r}_{ui} = \alpha + b_u + b_i + q_i^T p_u
\]

Here, \( \alpha \) is the mean of all ratings, \( b_u \) and \( b_i \) are the biases of editor \( u \) and article \( i \), and \( q_i \) and \( p_u \) are the latent factors of the editor and article. Note that our data consist of user–item votes, which can be arranged in a matrix. In practice, we split the ratings in training and testing. The right-hand side of Eq. 2 is computed using only training data, which are needed to perform the matrix factorization. These yield the latent factors \( q_i \) and \( p_u \), and allow to compute the user/item biases \( b_u \) and \( b_i \). Therefore, the estimated rating \( \hat{r}_{ui} \) is computed only using information from the training data.

We train a Singular Value Decomposition model with 400 hidden factors implemented using Surprise \[9\], which is a python package for modeling recommender systems. From this model, we obtain the predicted ratings given by editors to articles in a range of −1 to +1. We compute the average of both observed and predicted rating of the articles. To predict outcomes, we label discussions using three possible labels: 'Keep' and 'Speedy Keep' (labeled as +1), 'Delete' and 'Speedy Delete' (−1), and 'No consensus' (0).

To predict discussion outcomes we adopt a model stacking approach, see Figure 5. We build a stacked model in which we first compute the predicted rating of articles using the latent factor model, then we use the estimated rating to build features for the AfD outcome prediction. Our model comprises two stages: at the first stage, we use the latent factor model to predict the rating of each discussion participant. At the second stage, we use Logistic regression to predict the overall outcome of the discussion. We use the implementation provided in Scikit-Learn \[3\], with L2 regularization and the LIBLINEAR solver \[5\]. Classification features are listed in Table 1, where preferences are obtained by binarizing the predicted rating using a threshold.

![Figure 4: Signed network of AfD editors. We begin from a bipartite network between editors and discussions. In this network, each edge is a vote to either keep or delete an article. We then consider the signed projection of this network, where there is an edge among any two editors if they co-voted on the same discussion(s), and the sign indicates whether the relative majority of co-votes (across all common discussions) agreed on the preference (+) or not (−). Colors represent individual voting preferences and correspond to cluster labels from the GMM model (see Fig. 3).](image)

<table>
<thead>
<tr>
<th>Feature</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean predicted rating</td>
<td>[−1, +1]</td>
</tr>
<tr>
<td>Variance of predicted rating</td>
<td>( \mathbb{R}^+ )</td>
</tr>
<tr>
<td># of predicted positive preferences (binarized)</td>
<td>( \mathbb{Z}^+ )</td>
</tr>
<tr>
<td># of predicted negative preferences (binarized)</td>
<td>( \mathbb{Z}^+ )</td>
</tr>
</tbody>
</table>
To evaluate the model we use two different levels of cross-validation, one for the rating prediction and one for the outcome. Both layers use a 5-fold split. In the first layer, we use the latent factor model from Eq. 2 to predict individual user ratings. In the second layer, we combine rating predictions together to predict the outcome. To avoid leakage, we arrange the layers in such a way that all the instances from a particular discussion stay in only one fold and there is never crossover from the same discussion among training and testing datasets across different layers.

As an upper bound on model accuracy, we train another stacked model, but we use the observed rating, as opposed to the predicted ones, to build the feature set for the outcome prediction step. This is motivated by the observation that English Wikipedia administrators routinely follow group consensus, and follows a similar choice by Mayfield and Black [15].

3 RESULTS

Having uncovered a strong division among AfD users based on their voting preferences (Figure 3), we ask to what extent the structure of the signed network $G$ also reflects these divisions. Is the network “polarized” into homogeneous groups of like-minded individuals? One possibility could be that the network is shaped by homophily: people who vote in the same discussions tend to share the same preferences, which would explain the presence of the separate groups shown in Figure 3. However, the decision to express a preference in a particular discussion may depend on different factors, not on the preferences of the other participants.

To answer this question, we compute the correlation between edge signs and co-membership to the same preference cluster, as inferred by the GMM. To make sure our analysis is not affected by our choice of reducing weights into binary signs, we also compute the same correlation but using the original edge weights instead (i.e. the summation term in Eq. 1). Finally, to better understand the structure of the network, we first decompose the network into its $k$-cores, and repeat the analysis for each value of $k$. The $k$-core of a network $G$ is the maximal subgraph whose nodes all have degree $\geq k$, thus forming a highly cohesive sub-group.

In Figure 6 we plot, as a function of the core number $k$, the Spearman correlation coefficient between the sign of an edge and the co-membership information. As a baseline, we also plot the same correlation, but instead of using the GMM co-membership information, we consider co-membership in network communities identified by a community detection algorithm (we used the Louvain method [2] to identify communities).

We observe that the correlation is higher for co-membership in GMM clusters than Louvain communities, suggesting that individual voting preference is more important in explaining patterns of agreement among editors than the choice of the particular discussion to take part in. This observation does not depend on whether we choose to use edge weights as opposed to signs. Furthermore, the correlation increases with $k$, suggesting that the core of the network is a dense sub-network formed by sub-groups of like-minded editors who tend to express the same preference when co-voting. These sub-groups are still connected to each other, but by edges of negative sign, suggesting that they correspond to different factions voting in the same AfD discussions.

Focusing more in detail on the origin of the core of the network, in Figure 7 (left panel) we plot the distribution of $k$-shell numbers for editors who participated in their first AfD discussion in the same two-year period. The $k$-shell of a network is the set of nodes of $G$ that belong to its $k$-core but not to its $(k + 1)$-core. Therefore, it provides a partition of the node set $V$ into mutually-exclusive groups that get closer and closer to the core of the network as $k$ increases.

The left panel of Figure 7 shows that more recent cohorts of editors tend to belong to shells with a smaller $k$, and that there is a sudden drop in $k$ around year 2007. Editors who joined before 2007 tend to overwhelmingly belong to the more central parts of the network. These earlier cohorts are not only formed by more
experienced and more active editors, but they are also the largest, as shown in the right panel of Figure 7, where we plot the cohort size as a function of time.

We now turn to the question of whether individual voting preferences change over time. In Figure 8 we plot the evolution of voting preference for editors in the most central shell ($k = 313$). These are the most central editors in the signed network, for which we expect a stronger signal. We fit a GMM on the preference trajectory deciles using the EM algorithm. We perform model selection and find that a model with $k = 4$ components fits the data better than other alternatives. We also fit another GMM (again using the EM algorithm) on the same data but without splitting by deciles. Comparing these clusters with those obtained from the trajectories, we find qualitatively similar groups, suggesting that user preferences are relatively stable over time for these more central editors. However, despite the overall stability of trajectories, we also observe a substantial narrowing of opinions in the early period of an AfD reviewer tenure. This could be evidence of social learning due to imitation. Strong deletionists exhibit the least amount of change, suggesting the possibility of lower susceptibility, or higher resistance, to opinion change in this group, which is reminiscent of models of opinion dynamics [4].

Finally, we turn to the task of predicting discussion outcomes. To motivate our choice of the latent factor model, we start by fitting the latent factor model to the data, to compute the predicted rating of each participant in all AfD discussions in the dataset. For each discussion we compute the average predicted rating, where the average is taken on all participants in the discussion. We then bin discussions based on this average and compute, for each bin, the average discussion outcome of each bin (see Methods). Finally, we repeat the same procedure but instead of using the predicted rating, we group by the average observed rating, i.e. directly from the data. Figure 9 shows that, in both cases, we find a positive correlation between ratings and outcomes, suggesting that predicted ratings of individual users are informative features for predicting the outcome of a discussion.

Figure 7: Left: distribution of $k$-shell values for bi-yearly cohorts of editors who started taking part to AfD discussions in the same period. Right: cohort size over time. Each dot corresponds to the number of editors who started taking part to AfD discussions in that year.

Figure 8: Evolution of voting preferences over time. The four shaded areas correspond to the 4 components of a GMM fitted on individual voting trajectory deciles. The gray solid lines show the trajectories of a sample of randomly-selected individuals. The black dashed lines correspond to the 95% confidence intervals of the average trajectory of each cluster.

Figure 9: Average discussion outcome as a function of the observed (left) and predicted (right) rating. Error bars represent $\pm 1$ standard deviations from the mean.
Our study also characterizes the evolution of individual editors preferences over time (Q2). Editors involved in AfD discussions adapt to a particular voting tendency early during their tenure in the AfD process. This is reminiscent of results from prior work, that found that highly active contributors are active from a very early stage [18]. In the context of AfD discussions, this finding could potentially suggest the presence of social learning mechanisms, for example due to imitation. Also, strong deletionists seem more resistant to changing their opinions compared to other groups.

Finally, we observe that information of the individual ‘ratings’ predicted from a latent factor model can help us predict the outcome of the overall conversation. The estimated ratings carry information about the composition of the group taking part in the discussion, such as the bias or preference of individual editors. Note that our goal with this prediction task is to estimate the overall outcome of a discussion without observing the individual comments and ratings. Even though the majority opinion is generally accepted, the model can be helpful in those instances where this is not the case, or even to suggest when consensus is likely to be reached. It is interesting to note that even though our model is relatively simple and makes use of a limited number of features, its performance is in line with that of the state-of-the-art based on NLP [15], which rely on a much larger amount of information that can be gleaned from text. This work deals with the same task we tackled here (outcome prediction). However, unlike our model, which learns latent factors and bias terms from the vote information, it uses language models such as Bert to learn representations of the full textual comments on a much larger amount of information that can be gleaned from text. This work deals with the same task we tackled here (outcome prediction). However, unlike our model, which learns latent factors and bias terms from the vote information, it uses language models such as Bert to learn representations of the full textual comments (i.e., not just the vote information) left by the AfD reviewers.

In future work we would like to explore more the evolution of reviewer expertise. In many recommender systems, users with the same experience level usually have similar preferences, and different experience levels indicate different rating patterns. This
observation could be used in the future to estimate the level of editor experience from traces of user activity, in a manner reminiscent of prior work [17]. For example, using a latent factor model with experience levels, we could infer the experience level of AfD users. This metric could shed more light about how preference of reviewers evolves over time.

Another aspect we would like to study using AfD discussions is the quality of content production as a function of curation decisions. Previous work has found a connection between group composition and quality [11]. Our hypothesis is that there is also a correlation between the probability that an article is kept and its quality. As our analysis shows, there are important historical biases affecting the AfD process, and so it is reasonable to assume that other factors, such as the amount of ideological polarization among deletionists and inclusionists may have changed over time. Ideological polarization in the AfD community could potentially influence the quality of inclusion decisions, which has potential impact on the quality of the articles in the English Wikipedia. An assessment of the quality of an editorial decision could be made based on a number of criteria, like the quality and notability of the articles, the reliability and fact-check worthiness of the information, the degree to which relevant policies are met or violated, the level of systematic, gender, racial, and political bias in the discussions etc. Such an assessment could help shed more light on Q3, about how to quantify the effect of polarization in the AfD decision-making process.

Finally, future work could also extend our network analysis. While building the signed network, the first step was to build a bipartite network between editors and AfD discussions/articles. This approach has some limitations. Even though two editors have not co-voted in the same AfDs, it would be helpful if there was a way to encode the level of agreement (or disagreement) between them. To resolve this issue, we would like to build a bipartite network between editors and the categories of the articles nominated for deletion. The idea is that some AfD categories might be more or less biased toward certain outcomes. This in turn could help to infer the agreement sign among editors, even in those cases in which two editors never partook in the same discussion.
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