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Abstract

We present a new dataset and a dedicated track
designed to facilitate the development of Au-
thoring Tools for Multimedia Content Creation
(AToMiC). AToMiC is built on top of the ex-
isting Wikipedia-based Image Text dataset and
includes three components: image–text associ-
ations, texts, and images. To bring research
groups together to discuss their work on this new
large test collection, we have collaborated with
the National Institute of Standards and Technol-
ogy (NIST) to host a dedicated information re-
trieval track at the TREC 2023 conference. We
aim to invite participants from different back-
grounds to join the discussion in order to consol-
idate generalized knowledge across a wide vari-
ety of techniques, much wider than only a few
research groups could tackle. To foster collabo-
ration, we have made the resources of AToMiC
publicly available at https://github.com/
TREC-AToMiC/AToMiC.
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Introduction
Our goal is to address the challenge of assisting authors
in creating multimedia content that enhances the appeal
of web pages that are primarily textual in nature, such as
descriptive articles or travel blog posts. To accomplish
this, authors can add multimedia content such as images
and videos to complement the text. We are developing
tools to assist content creators in this task, which we refer
to as Authoring Tools for Multimedia Content (AToMiC).

To encourage evaluation, share baselines, and foster a
community around this challenge, we will organize the
AToMiC Track at the 2023 Text Retrieval Conference
(TREC). Given recent advances in vision–language pre-
trained models (Radford et al., 2021; Jia et al., 2021;
Li et al., 2021; Li et al., 2022; Gu et al., 2018; Yao et
al., 2022; Singh et al., 2022; Bleeker and Rijke, 2022),
we believe this is an opportune time for such a track,
which we think will attract interest not only from the in-
formation retrieval community but also from the natural

language processing, computer vision, and multimedia
communities.

The TREC 2023 AToMiC Track tasks are operational-
ized in the context of English articles and images (from
108 languages) in Wikipedia. We propose two evaluation
tasks: the image suggestion task and the image promo-
tion task. The objective of the image suggestion task is to
suggest an image that can enhance a particular section of
an article and make it more engaging. In contrast, the im-
age promotion task entails identifying the most relevant
information in a Wikipedia article to describe or explain
an image. For instance, in the current Wikipedia article
on the National Institute of Standards and Technology
(NIST),1, images in the “History” section complement
the textual description. However, no image exists in the
“World Trade Center collapse investigation” section. In
the image suggestion task, the information need of an ed-
itor is to identify an appropriate image2 that can be added
to this section to complement the text suitably. While in
the image promotion task, we seek to find context infor-
mation about a specific image, e.g., the collapse of World
Trade Center,3 that could help us write useful captions
that captures the essential elements about the event.

Our objective is not limited to a known-item retrieval
task. Rather, we aim to develop Authoring Tools for Mul-
timedia Information Content (AToMiC) that assist future
editors in creating new and better content for Wikipedia.
To provide training data, our track design uses the exist-
ing content–image pairings in Wikipedia, and we intend
to obtain relevance annotations with the help of NIST.
Our evaluation focuses on systems that can perform both
tasks. For example, a relevant image may exist in the
Wikimedia Commons database but has not yet been in-
cluded in a specific article. Alternatively, there may be
no existing image that perfectly matches the context of a
section, but the system can propose images that are simi-
lar or related. As a result, these tasks require systems to
comprehend both the textual content of the article and the

1https://en.wikipedia.org/wiki/National_
Institute_of_Standards_and_Technology

2https://en.wikipedia.org/wiki/NIST_World_
Trade_Center_Disaster_Investigation#
/media/File:Fire_test;_World_Trade_Center_
(5887635739).jpg

3https://en.wikipedia.org/wiki/File:JohnsonKV_
DSC_0104.jpg
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Information needs

Figure 1: A section of the Wikipedia article about the
National Institute of Standards and Technology (NIST)
titled “World Trade Center Collapse Investigation” with
no associated image. An editor’s information need is to
find a suitable image to make this section more engaging.

visual content of the images, as well as their connections.
The AToMiC Track at TREC 2023 aims to foster re-

search and development in multimedia content creation
by providing a platform to evaluate and compare sys-
tems that address image suggestion and promotion tasks.
We aspire to promote the development of new author-
ing tools that can assist content creators in enhancing the
visual appeal of their web pages. Additionally, we antici-
pate that the AToMiC Track will encourage collaboration
and knowledge-sharing among researchers in information
retrieval, natural language processing, computer vision,
and multimedia communities. Ultimately, our objective
is to advance the state of the art in multimedia content cre-
ation and make it easier and more accessible to produce
engaging and informative web pages.

Dataset Overview

AToMiC Collections. To construct our collections, we
further filter the WIT (Srinivasan et al., 2021) data tu-
ples and separate them into two disjoint sets. First, we
consider a subset that only contains the English domain
in Wikipedia. In addition, we separate them by group-
ing the article-specific attributes (e.g., titles and descrip-
tions) as a text “document” 𝑡 ∈ 𝐶𝑇 and other image-
specific attributes (e.g., captions) as an image “docu-
ment” 𝑚 ∈ 𝐶𝑀 . After removing invalid image URLs
and duplicates (based on string matching), we arrive at
a text collection |𝐶𝑇 | ≈ 10M and an image collection
|𝐶𝑀 | ≈ 10M.

Sparse relevance labels. Sparse relevance labels, or
qrels in TREC terminology, can be extracted from exist-
ing section-image associations in Wikipedia using WIT.
We have extracted all the available pairs from WIT to cre-
ate our qrels. However, it is important to note that these
qrels only contain pseudo-positive judgments based on
known associations. We have further divided these qrels

into training, validation, and test sets that are aligned with
the WIT splits.4 Since the qrels are sparse and binary,
metrics such as mean reciprocal rank (MRR) and recall
would be appropriate.
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